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Abstract—This paper presents a complete ray-tracing based model
which takes into account scattering from rough surfaces in indoor
environments. The proposed model relies on a combination between
computer graphics and radar techniques. The paths between the
transmitter and the receiver are found thanks to a Bi-Directional
Path-Tracing algorithm, and the scattering field after each interaction
between the electromagnetic wave and the environment is computed
according to the Kirchhoff Approximation. This propagation model is
implemented as a plug-in in an existing full 3-D ray-tracing software.
Thus, we compare the results of classical ray-tracing with those of our
model to study the influence of the scattering phenomenon on the wave
propagation in typical indoor environments.

1. INTRODUCTION

Millimetric systems, which supply wide band applications like wireless
local area networks, are currently attracting a lot of interest. The
carrier frequencies of these systems increase up to 10 GHz to transmit
multimedia information in indoor environments like full high definition
videos. In order to deploy such high bit rate wireless systems, the
study of radio channel behaviour is necessary depending on specific
wave propagation conditions.

There are many methods for studying radio channels. In respect
of the millimetric waves studied in this paper, numerical and rigorous
methods like FDTD, MoM or Integral Methods are not suitable. Because of the environment and wavelength dimensions, these methods
involve an overlong computational time. Another one could rest
onto hybridization between several different schemes like FDTD, Finite Volume (FVTD) and Time Integrated Methods (TIM) [1]. Nevertheless, none of them are suitable in regard of the overall cost (in terms of memory and CPU time) to perform the computation of a large scene [2–5]. The main restrictive point to these approaches lies into the necessity to mesh the free space between the obstacles/sources.

A better choice is to use asymptotic techniques in these environments which give a good performance/accuracy ratio. These methods compute all the possible paths followed by the electromagnetic (EM) wave between a transmitter and a receiver in a given environment. In particular, ray-tracing (RT) techniques [6] are fast and applicable as long as the wavelength is smaller than the dimensions of objects encountered during the propagation of an EM wave. Thanks to Geometric Optics (GO) [7] and its extensions, the Geometrical/Uniform Theory of Diffraction (GTD/UTD) [8, 9], RT respectively takes into account reflection / transmission and diffraction phenomena. The scattering effects of an EM wave from rough surfaces are usually discarded in RT because the scattering phenomenon could be ignored with the present system frequencies.

The scattering of an EM wave can be classified in two components according to the level roughness of the surface we consider [10] (1). When the roughness is smaller than the wavelength, the scattering phenomenon is equivalent to specular reflection from a smooth surface. In this case, the reflected wave follows classical Snell’s law and its magnitude is computed using the classical Fresnel reflection coefficients. When the roughness level increases the diffuse component appears. The energy contained in the specular direction is distributed in others around it. One popular guideline for characterising the surface roughness is the Rayleigh criterion [10], which states that a surface is smooth if:

$$\sigma_h < \frac{\lambda}{8 \cos(\theta_{inc})}$$  \hspace{1cm} (1)

where $\sigma_h$ represents the standard deviation of the heights, $\theta_{inc}$ is the incident angle between the EM wave and the normal to the surface, and $\lambda$ is the carrier wavelength.

Many techniques exist for including rough surface scattering in RT models. One such technique modifies the Fresnel reflection coefficient with an attenuation factor according to the roughness level, only in the specular direction [11, 12]. Thus, the roughness Fresnel reflection coefficient in both polarisations (parallel // and perpendicular ⊥) is expressed as:

$$R_{//,\perp}^m = \rho_s R_{//,\perp}$$  \hspace{1cm} (2)

where $R_{//,\perp}$ is the classical Fresnel reflection coefficient, and $\rho_s \in [0, 1]$
is the attenuation factor, usually equal to:

\[ \rho_s = \exp \left[ -8 \left( \frac{\pi \sigma_h \cos(\theta_{inc})}{\lambda} \right)^2 \right] \] (3)

The main drawback of the attenuation factor is that it gives only the scattering field in the specular direction and not in numerous other ones around it.

A second solution consists in using an empirical scattering function [13] which gives the scattering field according to the roughness level and the difference in angle between the specular component and the angle to the receiver. The major drawback of this technique comes from its empirical formulation which limits its use to some specific indoor environments and wave propagation conditions.

Thirdly, a hybrid solution based on ray-tracing and radiance techniques is proposed in [14]. Based on an Oren model [15] to compute the diffuse component, this model uses a V-cavity roughness model, so it is limited to Gaussian slope distributions. Approximations have also been made to simplify its complex formulation.

In this paper we present a complete RT based model which takes into account scattering from rough surfaces overcoming the previous drawbacks [16]. Indeed, our model computes the scattering field in all possible directions and it does not depend on a specific environment. Moreover, it allows Gaussian and not Gaussian rough surfaces to be taken into account. Briefly, our model is a combination of computer graphics and radar techniques. A Bi-Directional Path-Tracing (BDPT) algorithm [17] is used to compute the paths the EM wave follows between the transmitter and the receiver, and the scattering field after each interaction between the EM wave and the environment is computed according to the Kirchhoff Approximation (KA) [10, 18].

This paper is structured as follows: after introducing our KA based scattering model in Section 2, we explain how it can take Gaussian or not rough surfaces in Section 3. In Section 4, the BDPT algorithm is presented in detail. In Section 5, the proposed method is applied to some examples and compared with classical 3-D ray-tracing to show the scattering influence on the EM wave propagation.

2. MICRO–FACET BASED SCATTERING MODEL

Firstly, we present the model used to compute the scattering field from a rough surface, before treating a full wave propagation in a 3-D indoor environment. The following model is based on the well known Kirchhoff Approximation (KA) [10, 18]. So the rough surface
is decomposed into micro-facets, i.e., into small planes that are locally tangent to the roughness. Fig. 1 represents a rough profile, an arbitrary tangent plane on it, and the notations used hereafter for the incident and the scattered fields.

2.1. Scattering Field by a Single Micro-facet

The decomposed rough profile is illuminated with an incident plane wave. Thus, each micro-facet receives the same part of the incident plane wave and reflects it in its own specular direction. As in the smooth surface case, this particular direction is defined by the incident angle $\theta_{\text{inc}}$ and the orientation of the local normal $\alpha$ of a micro-facet. Hence, the scattering field can be computed as in the smooth surface case and it can be written for a specific micro-facet:

$$\vec{E}_{\text{s},//,\perp} = R_{\text{s},//,\perp} (\theta_{\text{inc}}, \theta_{\text{s}}) \vec{E}_{\text{inc},//,\perp} e^{-j\varphi} e^{-j(\phi_{\text{inc}} + \phi_{\text{s}})}$$

(4)

where $\vec{E}_{\text{s},//,\perp}$ and $\vec{E}_{\text{inc},//,\perp}$ are the scattered and the incident fields respectively in both polarisations, $R_{\text{s},//,\perp} (\theta_{\text{inc}}, \theta_{\text{s}})$ is the local Fresnel reflection coefficient between the incident $\theta_{\text{inc}}$ and the scattered $\theta_{\text{s}}$ directions, and $e^{-j(\phi_{\text{inc}} + \phi_{\text{s}})}$ is the phase shifting due to the free space.
propagation distance before, $\phi_{inc}$, and after, $\phi_s$, the interaction. The term $e^{-j\varphi}$ corresponding to the phase shifting due to the height $h$ of the local micro-facet with respect to the global mean value which is usually set at $h = 0$. It is directly linked to the Rayleigh criterion (1) and can be written:

$$\varphi = \frac{4 \pi}{\lambda} h \cos (\theta_{inc})$$

(5)

### 2.2. Scattering Field by All Micro-facets of a Rough Profile

In this context, we have to make a coherent sum of all the contributions of the scattered fields encapsulated in a small solid angle $d\theta$ around a specific direction $\theta_s$, in order to take into account interferences due to the possible various heights of the corresponding micro-facets. Indeed, many micro-facets can be oriented in the same direction but they are not automatically at the same height, depending on the global mean value. If $n$ micro-facets among a total number $N$ are well directed, the coherent sum is equal to a vector sum per component ($\vec{x}$, $\vec{y}$, $\vec{z}$) of the scattered fields:

$$\vec{E}_{s//,\perp} = \sum_{i=1}^{n} \vec{E}_{s//,\perp,i}$$

(6)

where $\vec{E}_{s//,\perp,i}$ is the scattering field in both polarisations of the $i^{th}$ micro-facet (4).

Because of the plane wave propagation condition, the scattering field for the $i^{th}$ micro-facet can be simplified as follows:

$$\vec{E}_{s//,\perp,i} = R_{\parallel,\perp,i}(\theta_{inc}, \theta_s) e^{-j\varphi_i} \vec{E}_{inc//,\perp,i} e^{-j(\phi_{inc} + \phi_s)}$$

(7)

Now, we are going to express the total scattering field around a specific direction, for the parallel component. Note that the same reasoning can be applied out for the perpendicular polarisation. So, in parallel polarisation, the scattering field of the $i^{th}$ micro-facet among $N$ can be decomposed as:

$$\vec{E}_{s//,i}(\theta_s) = \begin{cases} 
R_{\parallel,\perp}(\theta_{inc}, \theta_s) \frac{1}{N} \cos (\theta_s) e^{-j\varphi_i} Cte \vec{x} \\
0 \vec{y} \\
R_{\parallel,\perp}(\theta_{inc}, \theta_s) \frac{1}{N} \sin (\theta_s) e^{-j\varphi_i} Cte \vec{z}
\end{cases}$$

(8)

Then, the vector sum of $n$ contributions contained in $d\theta$ around
\( \theta_s \) direction is equal to:

\[
\vec{E}^n_{//}(\theta_s) = \begin{cases} 
C^{te} R_{//}(\theta_{inc}, \theta_s) \frac{1}{N} \cos(\theta_s) \sum_{i=1}^{n} \{e^{-j\varphi_i}\} \vec{x} \\
0 \vec{y} \\
C^{te} R_{//}(\theta_{inc}, \theta_s) \frac{1}{N} \sin(\theta_s) \sum_{i=1}^{n} \{e^{-j\varphi_i}\} \vec{z}
\end{cases}
\]  

(9)

If we introduce the ratio \( \frac{n}{N} \) in (9), the scattering field into a solid angle \( d\theta \) around the direction \( \theta_s \) as becomes:

\[
|\vec{E}^n_{//}(\theta_s)| = R_{//}(\theta_{inc}, \theta_s) C^{te} \frac{n}{N} \frac{1}{n} \sum_{i=1}^{n} e^{-j\varphi_i}
\]  

(10)

where \( \frac{n}{N} \) represents the probability of having \( n \) well directed micro-facets in \( \theta_s \) direction among \( N \) possible, and \( \frac{1}{n} \sum_{i=1}^{n} e^{-j\varphi_i} \) corresponds to the mean attenuation due to the phase shifting connected to the heights of well directed micro-facets.

The scattering field in \( \theta_s \) direction can be written according to the probability density function \( p(\theta_s) \), to have a well directed micro-facet around a specific direction:

\[
|\vec{E}^n_{\gamma}(\theta_s)| = R_{//}(\theta_{inc}, \theta_s) C^{te} p(\theta_s) \frac{1}{n} \sum_{i=1}^{n} e^{-j\varphi_i}
\]  

(11)

We can deduce from (11) the scattering coefficient \( \sigma_{//,\bot}(\theta_s) \) in both polarisations, which gives the ratio between the scattered power in a solid angle \( d\theta \) around \( \theta_s \) and the incident power:

\[
\sigma_{//,\bot}(\theta_s) = \frac{|\vec{E}^n_{\gamma,\bot}(\theta_s)|}{|\vec{E}^n_{\gamma,\bot}(\theta_s)|^*}
\]  

(12)

3. GAUSSIAN AND NON-GAUSSIAN ROUGH SURFACES

We have seen in the previous section that the scattering field in a specific direction \( \theta_s \) depends on the probability density function (PDF) \( p(\theta_s) \) to have a well directed micro-facet. This section shows how it can be possible to compute the scattering field on various kind of rough surfaces, thanks to this parameter.

In this paper, we separate rough surfaces into two different categories, 1) continuous rough surfaces, and 2) non-continuous rough surfaces, depending on whether they have a continuous PDF or not. In the first case, the PDF \( p(\theta_s) \) can be modelled by a theoretical law, while in the second case we have to tabulate it.
3.1. Continuous Rough Surfaces

In this category, we can distinguish two cases, Gaussian and non-Gaussian rough surfaces.

3.1.1. Gaussian Rough Surfaces

Usually rough surfaces are considered Gaussian, i.e., they have a Gaussian distribution of the heights and their autocorrelation function is Gaussian too. This assumption can be expressed as follows:

\[ p_h(h) = \frac{1}{\sqrt{2\pi \sigma_h}} e^{-\frac{1}{2} \left( \frac{h}{\sigma_h} \right)^2} \]  \hspace{1cm} (13)

and

\[ R_h(l) = e^{-\left( \frac{l}{L_c} \right)^2} \]  \hspace{1cm} (14)

where \( p_h(h) \) is the Gaussian PDF of the heights, \( R_h(l) \) is the autocorrelation function which gives the correlation between two heights separated by a distance \( l \), and \( L_c \) is the correlation length obtained for \( R_h(L_c) = \frac{1}{e} \).

In this particular case, we can link the PDF \( p_h(\theta_s) \) to the main parameters of the two previous functions, 1) the standard deviation of the heights \( \sigma_h \) and 2) the correlation length \( L_c \). Indeed, the PDF \( p_h(h') \) of the slopes \( h' \) is also Gaussian \([10, 19]\):

\[ p_h(h') = \frac{1}{\sqrt{2\pi \sigma_{h'}}} e^{-\frac{1}{2} \left( \frac{h'}{\sigma_{h'}} \right)^2} \]  \hspace{1cm} (15)

where the standard deviation of the slopes is \( \sigma_{h'} = \sqrt{2} \frac{\sigma_h}{L_c} \).

According to the relation

\[ h' = \tan(\alpha) \]  \hspace{1cm} (16)

and using the change of variables

\[ p(a) \left| da \right| = p(b) \left| db \right| \]  \hspace{1cm} (17)

we can express from (15) the PDF \( p_h(\alpha) \) of the local normals \( \alpha \):

\[ p_h(\alpha) = \frac{L_c}{2 \sqrt{\pi} \sigma_h \cos^2(\alpha)} e^{-\left( \frac{\tan(\alpha) L_c}{2 \sigma_h} \right)^2} \]  \hspace{1cm} (18)
Then, in the case of a mono-dimensional rough profile, there is a simple relationship between the local normals and the scattering directions $\theta_s$, according to the incident angle $\theta_{inc}$:

$$\alpha = \frac{\theta_s + \theta_{inc}}{2}$$  \hspace{1cm} (19)

Hence, we can deduce from (18) and (19) the PDF $p_h(\theta_s)$ of the scattering directions:

$$p_h(\theta_s) = \frac{L_c}{4 \sqrt{\pi} \sigma_h \cos^2(\alpha)} e^{-\left(\frac{\tan(\alpha) L_c}{2 \sigma_h}\right)^2}$$  \hspace{1cm} (20)

In the case of 1D rough surfaces, the scattering field (11) can be computed replacing the $p(\theta_s)$ coefficient with the relationship (20). In the case of 2D rough surfaces, it does not exist a simple relationship that links the local normals orientation and the scattering direction. A simple solution is to compute the orientations of all the micro-facets of a rough surface according to two orthogonal directions $\vec{x}$ and $\vec{y}$. These two variables are supposed independent, so the PDF $p_h(\theta_s) = p_h(\theta_s)_{\vec{x}} p_h(\theta_s)_{\vec{y}}$ is the joint probability to have simultaneously a good orientation in the both $\vec{x}$ and $\vec{y}$ directions. This method allows to treat 2D rough surfaces, whether they are isotropic or not.

3.1.2. Non-Gaussian Rough Surfaces

We have seen previously that if a rough surface is Gaussian, its slope distribution is Gaussian too and depends on the height standard deviation and the correlation length. Now, if a rough surface is not Gaussian, the link between the height and the slope distributions does not exist. So it is easier to characterise directly the slopes or the local normals distributions rather than the heights distribution and the autocorrelation function.

In this case, we can use a great number of theoretical laws to model the slopes or the local normals according to the rough surfaces we want to use. In this study we are particularly interested in a decomposition of a Gaussian law in Hermite polynomials [20]. It involves an asymptotic expansion of the Gaussian distribution [21]. This latter is multiplied by polynomials corresponding to the successive terms in Edgeworth series. These terms have a direct relationship with central moments, so we can include the skewness $\gamma_3$ (21) and the kurtosis $\gamma_4$ (22) in addition to the mean and the standard deviation.

$$\gamma_3 = \frac{\mu_3}{\sigma^3}$$  \hspace{1cm} (21)
\[ \gamma_4 = \frac{\mu_4}{\sigma^4} \]  

(22)

where \( \mu_i \) is the \( i \)th central moment.

In the following, the formalism is expressed for the slopes \( h' \). So, let the standard Gaussian distribution be:

\[ \varphi_{h'}(f) = \frac{1}{\sqrt{2\pi}\sigma_{h'}} e^{-\frac{f^2}{2}} \]  

(23)

with \( f = \frac{h' - m_{h'}}{\sigma_{h'}} \).

The asymptotic expression of the Gaussian distribution can be expressed at different orders \( O \in \{2, 3, 4\} \) in terms of the central moments which are taken into account:

\[ p_{h'}(h') = \varphi_{h'}(f) \psi_{h'}(f) \]  

(24)

where

\[ \psi_{h'}(f) = \begin{cases} 
1, & O = 2 \\
1 + \frac{\gamma_3_{h'}}{6} H_3(f), & O = 3 \\
1 + \frac{\gamma_3_{h'}}{6} H_3(f) + \frac{\gamma_4_{h'} - 3}{24} H_4(f) + \frac{\gamma_5_{h'}}{72} H_6(f), & O = 4
\end{cases} \]  

(25)

with

\[ H_3(f) = f^3 - 3f \]  

(26)

\[ H_4(f) = f^4 - 6f^2 + 3 \]  

(27)

\[ H_6(f) = f^6 - 15f^4 + 45f^2 - 15 \]  

(28)

Using (16), (19) and (24), the PDF \( p_{h'}(\theta_s) \) can be expressed as:

\[ p_{h'}(\theta_s) = \frac{1}{2\cos^2(\alpha')} \varphi_{h'}(f_{h'}) \psi_{h'}(f_{h'}) \]  

(29)

where

\[ f_{h'} = \tan\left(\frac{\theta_s + \theta_{inc}}{2}\right) - m_{h'} \]  

(30)

The same reasoning can be followed using the local normals modelling as a starting point. In this case, the PDF \( p_\alpha(\theta_s) \) can be expressed as:

\[ p_\alpha(\theta_s) = \frac{1}{2} \varphi_\alpha(f_\alpha) \psi_\alpha(f_\alpha) \]  

(31)
where
\[
f_\alpha = \frac{\theta_s + \theta_{inc}}{2} - m_\alpha - \frac{\theta_s - \theta_{inc}}{2\sigma_\alpha}
\] (32)

### 3.1.3. Application on Three Real Rough Surfaces of Indoor Roughcasts

To give an example, a previous study [22] has compared the modelling results between deterministic and statistical distributions of the heights, the slopes and the local normals of three samples of real rough surfaces of indoor roughcasts (Fig. 2), using the Kolmogorov-Smirnov criterion [23]. These three roughcasts are named R1, R2 and R3 according to an increasing roughness level and an increasing similarity between their deterministic height distributions and a Gaussian law. It has been shown that it is better to use the local normals including high order moments like the skewness and the kurtosis to model the studied rough surfaces.

In this paper, we continue our investigations, studying the influence of the PDF \( p_{h,h',\alpha}(\theta_s) \) on the scattering field computation.

![Figure 2](image-url)

**Figure 2.** Images and heights maps of three real indoor roughcasts, sorted in an increasing level of roughness.
The three surfaces of roughcast are illuminated with a plane wave, with a unit power, an incident $\theta_{inc} = 30^\circ$ and a wavelength $\lambda = 0.005\text{m}$ ($f = 60\text{GHz}$). Figs. 3 and 4 show the scattering coefficients in both polarisations (//, $\perp$) using the slopes $h'$ or the local normals $\alpha$ to find the PDF $p(\theta_s)$. In each figure, the scattering coefficients obtained using the PDF $p_{h,h',\alpha}(\theta_s)$ are compared with the scattering coefficients computed using the deterministic rough surface or making a Gaussian hypothesis on the heights. In the deterministic case, all the micro-facets of a real rough surface sample receive the same quantity of energy and we compute the scattering field from all of them using (7). Thus, the real orientations and phase shifting due to the heights of the micro-facets are taken into account. To complete our observations, we compare in Table 1 the mean square errors (MSE) between all the statistical scattering coefficients and the deterministic
Table 1. MSE results between scattering coefficients computed with the deterministic and the statistical distributions.

<table>
<thead>
<tr>
<th>Model</th>
<th>( MSE_{x/y} \ \left(10^{-7}\right) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( p_h(\theta_s) )</td>
<td>11.57 15.08 7.85 5.14 4.20 3.70</td>
</tr>
<tr>
<td>( p_h(\theta_s), O = 2 )</td>
<td>11.51 12.86 10.12 10.25 7.16 6.42</td>
</tr>
<tr>
<td>( p_h(\theta_s), O = 4 )</td>
<td>11.23 12.11 9.79 9.31 7.51 6.67</td>
</tr>
<tr>
<td>( p_h(\theta_s), O = 2 )</td>
<td>8.74 9.27 4.40 9.20 10.81 4.55</td>
</tr>
<tr>
<td>( p_h(\theta_s), O = 4 )</td>
<td>8.05 12.88 4.83 9.64 11.16 4.75</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Model</th>
<th>( MSE_{x/y} \ \left(10^{-7}\right) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( p_h(\theta_s) )</td>
<td>23.27 29.64 19.62 11.66 8.31 9.81</td>
</tr>
<tr>
<td>( p_h(\theta_s), O = 2 )</td>
<td>23.08 25.45 21.54 22.21 14.23 15.67</td>
</tr>
<tr>
<td>( p_h(\theta_s), O = 4 )</td>
<td>22.45 23.87 22.35 21.05 15.10 17.14</td>
</tr>
<tr>
<td>( p_h(\theta_s), O = 2 )</td>
<td>19.35 19.81 11.61 18.57 23.42 14.38</td>
</tr>
<tr>
<td>( p_h(\theta_s), O = 4 )</td>
<td>18.27 27.24 14.01 19.26 22.91 14.79</td>
</tr>
</tbody>
</table>

Figs. 3 and 4 show that the statistical scattering coefficients computed for the roughcast R1 in the \( \vec{x} \) direction are closer than the deterministic ones if we use PDF \( p_\alpha(\theta_s) \). The skewness and the kurtosis do not have a really significant influence on these results, but they do have a major effect on the modelling of the rough surface parameters [22]. So, in this case, it is better to use the local normals to compute the scattering coefficients than the slopes or the heights.

These observations are confirmed by the MSE results. Table 1 shows that the error between the deterministic and the statistical scattering coefficients is minimised when we use, 1) the local normals when the surface is far from Gaussian like R1, and 2) the heights when the surface is quietly Gaussian as R2 and R3.

### 3.2. Non-continuous Rough Surfaces

The second category of rough surfaces is composed of surfaces which do not have a continuous PDF of their own parameters. For example, building facades can be considered rougher in outdoor (Fig. 5(a)) than in indoor environments for lower frequency systems like WiMAX or LMDS. This example shows, for a profile of a specific facade, that the height variations (Fig. 5(b)) and the corresponding PDF of the local normals (Fig. 5(c)) do not have continuous values.

Deduced from the PDF \( p_\alpha(\alpha) \) using (19), the PDF \( p_\alpha(\theta_s) \) can
not be modelled using classical theoretical laws. So it is tabulated, i.e., the possible scattering directions are stored in a table with the corresponding probabilities of having a well directed micro-facet. When the scattering model is used, we compute the scattering field for each possible direction $\theta_s$.

Moreover, the non-continuous rough surfaces are not composed of a single material. We can compute the global PDF of the materials (Fig. 5(d)) for the present example. In reality, we have one PDF of the materials for each orientation $\alpha$. So, when we choose an orientation we know the probability of having a specific material.

This original description of complex real surfaces, associated to the scattering model proposed in Section 2, contributes to a simple modelling of the environment and allows the computation of the corresponding scattering coefficient. Indeed, each surface is
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represented by a flat polygon and characterised by its corresponding PDF (orientations and materials). However, in a preliminary step, it will be necessary to evaluate all the PDF of the surfaces which make up the environment.

4. BI-DIRECTIONAL PATH-TRACING ALGORITHM

This section presents an algorithm which includes the scattering phenomenon in a full 3D wave propagation simulation in an environment made up of many rough surfaces.

We have been inspired by the research work carried out in the computer graphics field since the nineteen-sixties to solve the global illumination problem. This work has led to many algorithms [24–28, 17] based on Monte-Carlo methods [29]. Briefly, their goal is to compute the light intensity received using RT techniques. In this area of research, the transmitters are the light sources and the receivers are the pixels of an image of the simulated environment. The main principle consists in propagating the light rays from the light sources in the environment. When a light ray interacts with an object, the intensity of the reflected light is computed according to a scattering model defined in the visible domain.

This principle is greatly similar to our problem, the propagation of an electromagnetic wave using GO. Indeed, we have only to replace the transmitters and the receivers by antennas, and the scattering computation of the light intensity by the scattering model presented in Section 2. Taking into account the polarized nature of the electromagnetic waves, computer graphics algorithms will be applied to the propagation of the electromagnetic waves.

Firstly, this section presents the adaptation of the formalism in the computer graphics field to electromagnetic wave propagation. Then we present the algorithm deduced from it to simulate electromagnetic wave propagation in a real environment including the scattering model seen in Section 2.

4.1. Adaptation of Computer Graphics Techniques to Our Problem

4.1.1. The Rendering Equation

The rendering equation (33) is a formulation of the global illumination problem [25]. This equation expresses the interactions which occur during the light propagation in a given environment. In the visible domain, this equation expresses the received luminance at the point \( x \) and re-emitted in the direction \( \theta_s \), according to the received luminance
Figure 6. Definition of the variables used in the rendering equation formalism.

in x from other objects in the environment (Fig. 6). The rendering equation is thus:

\[
L_o(x, \theta_s) = L_e(x, \theta_s) + \int_A \left\{ f_r(x, \theta_{y\rightarrow x}, \theta_s) L_o(y, \theta_{y\rightarrow x}) V(x, y) \frac{\cos(\theta_{y\rightarrow x}) \cos(\theta_s)}{s^2(x, y)} \right\} dy
\]  

(33)

where

- A is the integral domain, i.e. all the surfaces of the environment,
- \( L_e(x, \theta_s) \) is the self luminance of the point x, assuming it is a light source,
- \( L_o(y, \theta_{y\rightarrow x}) \) is the luminance emitted from the point y toward the point x, noted \( \theta_{y\rightarrow x} \),
- \( f_r(x, \theta_{y\rightarrow x}, \theta_s) \) is the Bi-directional Reflectance Distribution Function (BRDF). It expresses the ratio of the incident power at the point x from the direction \( \theta_{y\rightarrow x} \), which is reflected in the direction \( \theta_s \). It can be expressed as:

\[
f_r(x, \theta_{inc}, \theta_s) = \frac{\partial L_o(x, \theta_s)}{L_{inc}(x, \theta_{inc}) \cos(\theta_n) \partial \omega_{inc}}
\]  

(34)

- \( V(x, y) \) is a visibility function between x and y,
- \( dy \) is a differential surface around the point y.
4.1.2. Adaptation to Electromagnetic Wave Propagation

We have to express the equivalent to the rendering equation with electromagnetic terms. In electromagnetism, we do not compute the received luminance, but the received electromagnetic field. Moreover, (33) can be simplified: the term $L_e(x, \theta_s) = 0$ because a surface of an object in the environment will not be a transmitter. Hence, the rendering equation in electromagnetism can be written:

$$\vec{E}_{//,\perp}(x, \theta_s) = \int_A \left\{ f_{rEM}^E(x, \theta_{y\rightarrow x}, \theta_r) \vec{E}_{//,\perp}^E(y, \theta_{y\rightarrow x}) e^{-jk s(x,y)} V(x, y) \right\} dy$$

(35)

where $\theta_{y\rightarrow x}$ is equivalent to $\theta_{inc}$, $e^{-jk s(x,y)}$ is the attenuation due to the free space propagation between the points $x$ and $y$, separated by a distance $s(x,y)$, and $k$ is the wave number. Note that the use of electromagnetic values simplifies the term $\cos(\theta_{y\rightarrow x}) \cos(\theta_s) / s^2(x,y)$.

The equivalent to the BRDF in electromagnetism, $f_{rEM}$, is given by the scattering model we proposed in Section 2 (11). In this case, it expresses the ratio between the reflected power and the incident power at the point $x$ on a surface of the environment, according to a specific incident polarisation and to a specific combination of the angles ($\theta_{inc}, \theta_s$). It can be expressed from (11) as:

$$f_{rEM}(x, \theta_{inc}, \theta_s) = R_{//,\perp}(\theta_{inc}, \theta_s) p(\theta_{inc}, \theta_s) \frac{1}{n} \sum_{i=1}^{n} e^{-j \phi_i}$$

(36)

Thanks to the Monte-Carlo methods which transform an infinite integral to a finite one:

$$I = \int_{\Omega} f(x) dx = \int_{\Omega} \frac{f(x)}{p(x)} p(x) dx = \int_{\Omega} g(x) p(x) dx$$

$$\simeq \frac{1}{n} \sum_{1}^{n} g(x)$$

(37)

the electromagnetic BRDF $f_{rEM}(x, \theta_{inc}, \theta_s)$ becomes:

$$f_{rEM}(x, \theta_{inc}, \theta_s) = R_{//,\perp}(\theta_{inc}, \theta_s) p(\theta_{inc}, \theta_s) \int_{\Omega} e^{-j \phi(h, \theta_{inc}, \theta_s) p(h) dh$$

(38)

The equivalent to the rendering equation in electromagnetism is applied to all combinations of points $(x, y)$ generating an extensive
integral equations system which controls the field, or energy exchanges between the objects in the environment. We chose to use the BDPT algorithm to solve these integral equations presented in the next section.

4.2. BDPT Algorithm

The BDPT [17] is a Monte-Carlo based algorithm to solve the rendering equation. It consists in combining two Path-Tracing algorithms to improve the quality and the accuracy of the results [30].

4.2.1. Unidirectional Path-Tracing (PT)

Its main principle [25] is to emit and to propagate a great number of rays from the receiver in an environment, and to compute the contribution of those which pass through the transmitter (solid lines in Fig. 7(a)). The main drawback of this technique is that the probability of having a path which passes precisely through the transmitter is close to 0.

The solution is to use the next event estimation [31] which consists in separating the recursive integral in the rendering equation into two other ones. The first one is computed to a given point while the second is recursive from this point. In practice, this principle is expressed by the direct illumination computation: we send a ray from the transmitter to each interaction point (dashed lines in Fig. 7(a)) found during the propagation of the path emitted from the receiver.

While the next event estimation improves the Path-Tracing, this method is unusable in complex environments. When there are many obstacles between the receiver and the transmitter, the probability of having an existing path between these two points is actually close to 0. The BDPT algorithm provides a solution to this problem.

4.2.2. Bi-Directional Path-Tracing (BDPT)

Bi-directional Path-Tracing (BDPT) involves the clever combination of two PT in order to improve the probability of finding paths between the receiver and the transmitter. They are led simultaneously and independently, the first one from the receiver and the second one from the transmitter.

The main principle is to launch one ray from the receiver and another from the transmitter and to propagate them in the environment (solid lines in Fig. 7(b)), according to a maximum number of interactions. Then, we check whether a Line Of Sight (LOS) exists between each combination of two interaction points $S_iS'_j \forall i, j \in [1, 3]$
(dashed lines in Fig. 7(b)). In the positive case, a part of the power can pass from a path to the other one, depending on the scattering model applied at each interaction point. Thus a path between the receiver and the transmitter can probably exist.

Finally, the BDPT algorithm (Fig. 8) is implemented in an existing full 3D ray-tracing software, CRT (Communication Ray Tracer) [32], using a plug-in. It allows the simulation and characterization of the radio channel in various environments computing the wide band channel parameters, such as mean delay, delay spread, ...  

5. CHANNEL SIMULATIONS

In this section, we study the influence of the scattering phenomenon on the radio link computing the impulse responses and the corresponding delay spreads in several indoor environments at millimetric frequencies. To do this, we use the scattering model seen in Section 2, the rough surfaces described in Section 3 and the BDPT algorithm proposed in Section 4 to simulate wave propagation. The rough surfaces are made up of plaster:

\[
\begin{align*}
\mu &= 1 \, H.m^{-1} \\
\varepsilon &= 6 \, F.m^{-1} \\
\sigma &= 0.1 \, S.m^{-1}
\end{align*}
\]

We carry out the study in three different environments with an increasing level of complexity (Fig. 9), in terms of the minimum
Require: 3D modelled environment: material and rough properties of each object, antennas positions $T$ and $R$, ...

Require: Maximum number of interactions $N_I$

Require: Maximum number of launched rays $N_R$

1: for $i = 0$ to $N_R$ do
2: Initialisation of the $i^{th}$ random path from $T: T_{path}^i$
3: $k ← 1$
4: while (intersection($T_{path}^i$, object) = true) AND ($k ≤ N_I$) do
5: \( Q^k_T \) ← $k^{th}$ interaction point on $T_{path}^i$
6: $I^k_T$ ← rough informations in $Q^k_T$
7: if (visibility($Q^k_T, R$) = true) then
8: Computation of the probability to have a reflected ray from $Q^k_T → R$, according to $I^k_T$
9: Computation of the received field magnitude in $R$
10: end if
11: Choice of a reflected direction from $Q^k_T$, according to $I^k_T$
12: Update of $T_{path}^i$
13: $k ← k + 1$
14: end while
15: Initialisation of the $i^{th}$ random path from $R: R_{path}^i$
16: $j ← 1$
17: while (intersection($R_{path}^i$, object) = true) AND ($j ≤ N_I$) do
18: \( Q^j_R \) ← $j^{th}$ interaction point on $R_{path}^i$
19: $I^j_R$ ← rough informations in $Q^j_R$
20: for $k = 1$ to $N_I$ do
21: if (visibility($Q^j_R, Q^k_T$) = true) AND ($j + k ≤ N_I$) then
22: Computation of the probability to have a reflected ray from $Q^j_R → Q^k_T$, according to $I^j_R$
23: Computation of the received field magnitude in $R$ from the path \( \{E...Q^{k-1}_E Q^k_E Q^j_R Q^{j-1}_R ... R\} \)
24: end if
25: end for
26: Choice of a reflected direction from $Q^j_R$, according to $I^j_R$
27: Update of $R_{path}^i$
28: $j ← j + 1$
29: end while
30: $i ← i + 1$
31: end for

Figure 8. Bi-directional Path-Tracing algorithm.
interaction number required to reach the receiver from the transmitter. Each environment is successively composed of R1, R2 and R3 rough surfaces. Note that a simulation using a classical RT is also performed for each environment, assuming the surfaces are smooth. All the simulations are computed using $N_I = 10$ interactions.

![Diagram](image)

**Figure 9.** Three tested indoor environments (10 m × 10 m).

### 5.1. Cubic Environment

The impulse responses (IRs) simulated in the cubic environment are plotted in Fig. 10(a). The first observation is the difference between the results obtained without (RT) and with roughness (R1, R2, R3). This difference is due to the dispersion of the energy around the specular reflection induced by the scattering phenomenon.

To illustrate this principle, we plot in Fig. 10(b) only RT and R1 impulse responses (IRs), obtained for only two interactions. In the smooth surfaces case, a single path is found, of about $\tau = 30$ ns, while with the scattering phenomenon, the attenuation is greater, associated with the creation of new paths just before and after this delay value. The energy which disappears is re-distributed in new paths.

Then, for a delay $\tau < 10$ ns, we can see that some paths have a smaller attenuation using the scattering phenomenon than using the classical reflection on smooth surfaces. This phenomenon is linked to the previous principle. Indeed, these paths are close, so that when the energy of one is scattered in new ones, constructive and destructive interferences occur in the neighbouring paths, varying their attenuation.

Finally, it may be noted that the magnitude of the first path does not evolve whether or not rough surface scattering is used. Indeed, this specific path is the direct path, so it does not interact with the environment.
In the case of 10 interactions, it is more difficult to observe this principle and to analyse the plotted curves in Fig. 10(a). The interferences between scattering paths have the effect of decreasing the main paths found in the smooth surface case with RT, and of increasing those which were not significant. IRs are smoothed when the roughness level increases. The direct consequence for the channel parameter is a reduction of the delay spread when the roughness level increases.

5.2. Environment with a L Form

In this specific environment, the IRs Fig. 10(c) have a different behaviour depending on whether or not the roughness is taken into account. In the smooth surface case, a minimum of $N_I = 7$ interactions is required to have at least a received ray, so that few paths are found with a high attenuation.
If we take into account the scattering phenomenon by means of the BDPT algorithm, the probability of reaching the receiver increases due to the dispersion of the energy around the specular direction. Thus some paths are found for only $N_I = 1$ interaction. Globally, the received paths have suffered a lower number of interactions, so they have a smaller attenuation than the paths computed with the RT.

As in the cubic environment, the increase of the roughness leads to a general diminution of the attenuation of the main paths with a smoothing of the IRs. In other words, the dispersion of the energy around the specular direction increases with the roughness level.

5.3. Environment with a U Form

Fig. 10(d) presents the IRs results obtained in environment with a U form. The probability of receiving a path decreases in this environment in comparison with the previous environment (L). Indeed, a minimum of $N_I = 9$ interactions is necessary, so the paths found using RT are very few, and greatly attenuated. As in the L form, the scattering phenomenon increases the probability of having a received ray. For the similar reasons, the contributions of these rays are significant on the IRs. In a same way, the smoothing of the IRs increases when the roughness level also increases.

6. CONCLUSION

This paper has presented a complete model to include rough surface scattering in an electromagnetic wave propagation simulation.

Based on the Kirchhoff Approximation to compute the scattering field from a surface (Section 2), our formulation of the problem enables different kinds of rough surfaces to be taken into account. They can be Gaussian, non-Gaussian, characterised by a probability density function, or they can have a non-continuous distribution of the orientation of their micro-facets (Section 3). In this last case, one solution consists in tabulating the possible orientations. This approach is very interesting, because we can take into account all the surfaces usually discarded in indoor or outdoor environments, like building facades. A short study has shown that the scattering model leads to results substantially in accordance with deterministic ones, when we choose an appropriate theoretical law.

In Section 4, we present the main principle of our model and the corresponding algorithm used to simulate electromagnetic wave propagation in a given environment. Inspired by computer graphics techniques used to solve the global illumination problem, the bi-


directional Path-Tracing algorithm has been adapted to our problem and implemented in a Ray-Tracing software in a plugin form.

The first application has been presented in Section 5. It consists in simulating three indoor environments composed of the studied rough surfaces described in Section 3. In comparison with classical ray-tracing results (smooth surfaces), the scattering phenomenon smoothed the impulse responses by a spreading of energy over time due to the creation of new paths.

In the future, we will need to carry out a validation campaign of the proposed model, using measurements in real environments or rigorous methods like Integral Equations.
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